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We cannot see the formula.

We can only send inputs to the formula and receive an output.

We are allowed to query the formula on a small extension field.

**Definition (Hitting Set)**

Let $C \subseteq \mathbb{F}[x_1, \ldots, x_n]$. A set $\mathcal{H} \subseteq \mathbb{F}^n$ is called a hitting set for $C$ provided that for any $P \in C$ with $P \neq 0$, $\exists \bar{a} \in \mathcal{H}$ with $P(\bar{a}) \neq 0$.

$\mathcal{H}$ gives an algorithm that runs in time $O(|\mathcal{H}|)$.

Goal: find a small hitting set for polynomials computed by small formulas.
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Let $P \in \mathbb{F}[x_1, \ldots, x_n]$ with total degree bounded by some $d \in \mathbb{N}$. Pick some finite $S \subseteq \mathbb{F}$. Then $\Pr_{\bar{x} \in S^n}[P(\bar{x}) = 0] \leq \frac{d}{|S|}$.

- This does not provide a deterministic algorithm but suggests that one might exist.
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**Definition (Read-Once Polynomial)**
A polynomial that can be expressed by an arithmetic formula $f$ such that no variable appears more than once. For example, $x_1x_2 + x_1x_3$ but not $x_1x_2 + x_2x_3 + x_3x_1$. 
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**Theorem ([SV09] - Quasi-Polynomial PIT)**

The polynomial map $G_{n,\log n}$ is a generator for ROPs on $n$ variables.
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