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- Satisfy as many as possible.
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Approximation Problem: Approximate the fraction of constraints simultaneously satisfiable.
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- **Sherali-Adams**: A Sherali-Adams of level $t$ is an Extended Formulation with
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- Variables: $x(S, \alpha)$, $|S| \leq t$, $\alpha \in \{0, 1\}^S$. 
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LP Extended Formulation

[CLRS13 KMR17]
Main Theorem: For all CSPs, if Basic LP has integrality gap of \((c, s)\) then for all \(\varepsilon > 0\), there exist large enough instance(s) with integrality gap of \((c - \varepsilon, s + \varepsilon)\) for \(SA(\tilde{O}_\varepsilon(\log n))\).
Result

With [Kothari-Meka-Raghavendra-17]: For all CSPs, if Basic LP has \((c, s)\) gap, then so does any LP Extended Formulation of size \(n^{\tilde{O}(\log n)}\).

Ignoring \(\epsilon\) losses.
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- For each variable in \( \Phi_0 \), create bucket with large number of variables.
- Independently, sample each constraint as:
  1. Sample constraint \( C \) from \( \Phi_0 \).
  2. For each variable \( x \) in \( S_C \), choose \( y_x \in B_x \), u.a.r.
  3. Put the constraint \( C \) on the variables \( \{y_x\}_{x \in S_C} \).
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Charikar-Makarychev-Makarychev-09: Can define a metric on the hypergraph (that grows with hypergraph distance) so that restriction on any small set is isometrically embeddable on sphere.

Charikar et al. 1998: There exists a rotation invariant, oblivious decomposition of sphere into low diameter components.

The probability of cutting a hyperedge dictates the size of the sets we can handle.
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- **[Raghavendra-Steurer-09]**: (For Unique Games) If a basic SDP has gap of \((c, s)\) then so does \((\log \log n)^{\frac{1}{4}}\)-levels of mixed relaxation.

- **This result** If basic LP relaxation has a gap of \((c, s)\), then so does \(\tilde{O}(\log n)\)-level SA.